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- IREHEE: In this talk, we present PFNN, a penalty-free neural network method, to efficiently solve
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a class of second-order boundary-value problems on complex geometries. To reduce
the smoothness requirement, the original problem is reformulated to a weak form so
that the evaluations of second-order derivatives are avoided. Two neural networks,

rather than just one, are employed to construct the approximate solution, with one

network satisfying the essential boundary conditions and the other handling the rest
part of the domain. In this way, an unconstrained optimization problem, instead of a
constrained one, is solved without adding any penalty terms. The entanglement of the
two networks is eliminated with the help of a length factor function that is scale
invariant and can adapt with complex geometries. We prove the convergence of the
PFNN method and conduct numerical experiments on a series of linear and nonlinear
second-order boundary-value problems to demonstrate that PFNN is superior to
several existing approaches in terms of accuracy, flexibility and robustness. Some
recent attempts on enabling the parallel computing capability of the PFNN method are

also briefly introduced in this talk.
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B: A proximal MM method for the zero-norm regularized PLQ composite optimization

problem ““{7
4

IREHEE : This study is concerned with a class of zero-norm regularized piecewise linear-quadratic

(PLQ) composite optimization problems, which covers the zero-norm regularized
\ell_1-loss minimization problem as a special case. For this class of nonconvex
nonsmooth and non-Lipschitz optimization problems, we show that its equivalent
MPEC reformulation is partially calm on the set of global optima and make use of this
property to derive a family of equivalent DC surrogates. Then, we propose a proximal
majorization-minimization (MM) method, a convex relaxation approach different from
the DC algorithms, for solving one of the DC surrogates, a two-block nonsmooth
semiconvex PLQ optimization problem. For this method, we establish its global
convergence and linear rate of convergence, and show that under mild conditions the
limit of the generated sequence is not only a local minimum but also a good critical
point in a statistical sense. Numerical experiments are conducted with synthetic and
real data for the proximal MM method with the subproblems solved by a dual
semismooth Newton method to confirm our theoretical findings, and numerical
comparisons with a convergent indefinite-proximal ADMM for the partially smoothed

DC surrogate verify its superiority in the quality of solutions and computing time.
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