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Discontinuous Galerkin method for a distributed optimal control

problem of time fractional diffusion equation

WA 01K

This talk is devoted to the numerical analysis of a control constrained distributed optimal
control problem subject to a time fractional diffusion equation with non—smooth initial
data. The solutions of the state and co—state are decomposed into singular and regular
parts, and some growth estimates are obtained for the singular parts. Following the
variational discretization concept, a full discretization is applied to the state and co—
state equations by using conforming linear finite element method in space and piecewise
constant discontinuous Galerkin method in time. Error estimates are derived by employing
the growth estimates. In particular, graded temporal grids are adopted to obtain the first—
order temporal accuracy. Finally, numerical experiments are provided to verify the
theoretical results.
=P N bl

PN, NS e (5, WA SAARRSARN LN, #E i Ls N4, &
R 2. DRI i TR, AR TIER IS N .

ARG E Tk 5 N ASCEE A MK IR R T R A 2B EER A, T E TSN
HorramRt it SRR L L EREZ R, PEITASERMAGER SRR R SR
G NS EARSSEARAAR IR LS U BK, AL X ER.

W (BETTESTHENNADY . (EEFRIFEH %), (Mathematical Problems in

Fractal and Fractional)

Engineering). {Numerical Analysis and Applicable Mathemati«ﬁﬁ?\
/AN

(Topic editor).

ﬁ%:ﬂ%%ﬁ%ﬂ#%:%%(%%i,ﬁEz

L —

4

| e

i e~

\/

DL

—
wZ —




A posteriori error estimate for a modified weak Galerkin method

solving H(curl)—elliptic problems

PHHISE 4R ITTE RS

In this talk, we design and analysis a modified weak Galerkin (MWG) discretization with a
posteriori error estimate for solving H(curl)-elliptic problem. We first introduce a new
discrete weak curl operator and the MWG finite element space, then design a MWG
discretization. Secondly, we prove optimal error estimates in energy norm. Thirdly, we
construct a residual—-type error estimator and provide a posteriori error estimate. At last,
we present several experiments to verify the theoretical results
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Mix Sparse Optimization: Theory and Applications

RE BIIKZE

In this talk, we will consider a mix sparse optimization problem, that is, sparsity
structures at intra—group and inter—group levels are considered simultaneously. This mix
sparse structure widely appears in various applications. For the mix sparse optimization
problem, we will discuss the nonconvex regularization method, as well as a first-order
iterative algorithm, and present its consistency theory, asymptotic theory and convergence
theory. Applications to gene regulatory networks and differential optical absorption
spectroscopy will be presented.
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Towards Gradient—based Bilevel Optimization in Machine Learning

KBt FITRBIRE

Recently, Bi-Level Optimization (BLO) techniques have received extensive attentions from
machine learning communities. In this talk, we will discuss some recent advances in the
applications of BLO. First, we study a gradient-based bi-level optimization method for
learning tasks with convex lower level. In particular, by formulating bi—level models from
the optimistic viewpoint and aggregating hierarchical objective information, we establish
Bi-level Descent Aggregation (BDA), a flexible and modularized algorithmic framework for
bi-level programming. Second, we focus on a variety of BLO models in complex and practical
tasks are of non—convex follower structure in nature. In particular, we propose a new
algorithmic framework, named Initialization Auxiliary and Pessimistic Trajectory Truncated
Gradient Method (IAPTT-GM), to partially address the lower level non-convexity. By
introducing an auxiliary as initialization to guide the optimization dynamics and designing
a pessimistic trajectory truncation operation, we construct a reliable approximation to
the original BLO in the absence of lower level convexity hypothesis. Extensive experiments
justify our theoretical results and demonstrate the superiority of the proposed BDA and
IAPTT-GM for different tasks, including hyper—-parameter optimization and meta learning.
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Geometric Quasilinearization for Analysis and Design of Bound-

Preserving Schemes

RIFFE MR

Solutions to many partial differential equations satisfy certain bounds or constraints.
For example, the density and pressure are positive for equations of fluid dynamics, and
in the relativistic case the fluid velocity is upper bounded by the speed of light, etec.
As widely realized, it is crucial to develop bound-preserving numerical methods that
preserve such intrinsic constraints. Exploring provably bound-preserving schemes has
attracted much attention and is actively studied in recent years. This is however still a

challenging task for many systems especially those involving nonlinear constraints

Based on some key insights from geometry, we systematically propose an innovative and
general framework, referred to as geometric quasilinearization (GQL), which paves a new
effective way for studying bound—preserving problems with nonlinear constraints. The
essential idea of GQL is to equivalently transfer all nonlinear constraints into linear
ones, through properly introducing some free auxiliary variables. We establish the
fundamental principle and general theory of GQL via the geometric properties of convex
regions, and propose three simple effective methods for constructing GQL. We apply the
GQL approach to a variety of partial differential equations, and demonstrate its
effectiveness and remarkable advantages for studying bound-preserving schemes, by diverse
challenging examples and applications which cannot be easily handled by direct or

traditional approaches
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A compressive sensing based image encryption and hiding algorithm

HE TREERE

Most current image encryption algorithms encrypt plain images directly into meaningless
cipher images. Visually, a few of them are vulnerable to illegal attacks on a few sharing
platforms or open channels when being transmitted. Therefore, this paper proposes a new
meaningful image encryption algorithm based on compressive sensing and information hiding
technology, which hides the existence of the plain image and reduces the possibility of
being attacked. Firstly, the discrete wavelet transform (DWT) is employed to sparse the
plain image. This is followed by confusion operation on pixel positions, where logistic—
tent map is employed to produce a confusion sequence. And then the image is compressed
and encrypted by compressive sensing to form an intermediate cipher image. Here,
measurement matrix is generated using low—dimension complex tent—sine system. To further
enhance recovery quality, we suggest that the inter— mediate cipher image be filled with
random numbers according to the compression ratio and confusing them to obtain the secret
image. Finally, two—dimensional (2D) DWT of the carrier image is performed, followed by
singular value decomposition. The singular values of the secret image are embedded into
the singular values of the carrier image with certain embedding strength to obtain the
final visually mean— ingful encrypted image.
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Nonlocal Low—Rank Model for Image Restoration and Its Proximal

Alternating Reweighted Minimization Algorithm

XBRE WIIKZ

The nonlocal self-similarity of natural images implies that the matrices formed by their
nonlocal similar patches are low-rank. By exploiting this low-rank prior, we propose a
nonlocal low-rank model for image restoration and develop a proximal alternating reweighted
minimization (PARM) algorithm to solve the optimization problem resulting from the model.
The proposed nonlocal low-rank model is a nonconvex nonsmooth optimization problem having
a patchwise data fidelity and a generalized nonlocal low—rank regularization term. And
the proposed PARM algorithm has a proximal alternating scheme with a reweighted
approximation of its subproblem. A theoretical analysis of the proposed PARM algorithm is
conducted to guarantee its global convergence to a critical point. In application to
multiplicative noise removal, numerical results demonstrate that the proposed method
outperforms existing methods, such as the benchmark SAR-BM3D method, in terms of the visual
quality of the denoised images, and of the PSNR and SSIM values.
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Parameter Estimation and Variable Selection for Big Systems of

Linear Ordinary Differential Equations: A Matrix—Based Approach

REZR BEAE

Ordinary differential equations (ODEs) are widely used to model the dynamic behavior of a
complex system. Parameter estimation and variable selection for a “Big System” with
linear ODEs are very challenging due to the need of nonlinear optimization in an ultra-
high dimensional parameter space. In this talk, we will introduce a parameter estimation
and variable selection method based on a matrix—based approach, about its theoretical
properties and dramatic numerical improvement compared to classical methods.
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A class of efficient spectral methods and error analysis for

nonlinear Hamiltonian systems

EHME LRI KE

In this talk, we investigate efficient numerical methods for nonlinear Hamiltonian
systems. Three polynomial spectral methods (including spectral Galerkin, Petrov-Galerkin,
and collocation methods) coupled with domain decomposition are presented and analyzed.
Our main results include the energy and symplectic structure-preserving properties and
error estimates. We prove that the spectral Petrov—Galerkin method preserves the energy
exactly while both the spectral Gauss collocation and spectral Galerkin methods are energy
conserving up to spectral accuracy. While it is well known that collocation at Gauss points
preserves symplectic structure, we prove that the Petrov—Galerkin method preserves the
symplectic structure up to a Gauss numerical quadrature error and the spectral Galerkin
method preserves the symplectic structure up to spectral accuracy error. Finally, we show
that all  three methods converge exponentially, which makes it possible to simulate the
long time behavior of the system. Numerical experiments indicate that our algorithms are
efficient.
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Determining a random Schrodinger equation with unknown source and

potential

ZRIE FHARKE
This talk studies the direct and inverse scattering problem associated with a time—harmonic
random Schrodinger equation with a Gaussian white noise source term. We establish the
well-posedness of the direct scattering problem and obtain three uniqueness results in
determining the variance of the source term, the potential and the mean of the source
term, sequentially, by the corresponding far—-field measurements. The first one shows that
a single realization of the passive scattering measurement can uniquely recover the
variance of the source term, without knowing the other two unknowns. The second shows that
if active scattering measurement is further used, then a single realization can uniquely
recover the potential function without knowing the source term. The last one shows that
if full measurements are used, then both the potential and the random source can be
uniquely recovered.
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A proximal algorithm with backtracked extrapolation for a class

of structured fractional programming

KR R RS

In this paper, we consider a class of structured fractional minimization problems where
the numerator part of the objective is the sum of a convex function anda Lipschitz
differentiable (possibly) nonconvex function, while the denominatorpart is a convex
function. By exploiting the structure of the problem, we proposea first—order algorithm,
namely, a proximal-gradient—subgradient algorithm withbacktracked extrapolation (PGSA-BE)
for solving this type of optimizationproblem. It is worth pointing out that there are a
few differences between ourbacktracked extrapolation and other popular extrapolations used
in convex andnonconvex optimization. One of such differences is as follows: if the new
iterateobtained from the extrapolated iteration satisfies a backtracking condition,
thenthis new iterate will be replaced by the one generated from the non—
extrapolatediteration. We show that any accumulation point of the sequence generated
byPGSA-BE is a critical point of the problem regarded. In addition, by assumingthat some
auxiliary functions satisfy the Kurdyka—Lojasiewicz property, we areable to establish
global convergence of the entire sequence, in the case where thedenominator is locally
Lipschitz differentiable, or its conjugate satisfies the calmness condition. Finally, we
present some preliminary numerical results to illustrate the efficiency of PGSA-BE.
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High Resolution Multi-organ Hemodynamic Simulation with High

Performance Computing

R b ERHEBERII e BORTT ST BR

Patient—specific blood flow simulations have the potential to provide quantitative
predictive tools for virtual surgery, treatment planning, and risk stratification. To
accurately resolve the blood flows based on the patient—specific geometry and parameters
is still a big challenge because of the complex geometry and the turbulence, and it is
also important to obtain the results in a short amount of computing time so that the
simulation can be used in surgery planning. In this talk, we will precent some recent
results of the multi-organ blood flow simulations with patient—specific geometry and
parameters on a large—scale supercomputer. Several mathematical, biomechanical, and
supercomputing issues will be discussed in detail. We will also report the parallel
performance of the methods on a supercomputer with a large number of processors
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A frame work to quantify the uncertainty in general inverse

problems with random noise

KR A RBKE

In this work, we investigate the regularized solutions and their finite element solutions
to the inverse source problems governed by partial differential equations, and establish
the stochastic convergence and optimal finite element convergence rates of these solutions,
under pointwise measurement data with random noise. The regularization error estimates
and the finite elementerror estimates are derived with explicit dependence on the noise
level, regularization parameter, mesh size, and time step size, which can guide practical
choices among these key parameters in realapplications. The error estimates also suggest
an iterative algorithm for determining an optimal regularization parameter. Numerical
experiments are presented to demonstrate the effectiveness of the analytical results.
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Efficiently linear and energy—stable numerical method for the H-
l-gradient flow based Swift—-Hohenberg model with quadratic—cubic

nonlinearity on curved surface

P LR

We develop an energy—stable method for solving H-1-gradient flow based Swift-Hohenberg
equation with quadratic—cubic nonlinearity on 3D surface. By introducing an appropriate
truncated nonlinear potential, we propose second-order time—accurate scheme based on the
linear splitting and implicit—explicit Runge—Kutta approaches. A set of triangles is
adopted to discretize the curved surface. In each time iteration, we only need to solve
some elliptic type equations with constant coefficients. Therefore, the whole algortihm
is highly efficient. The energy stability and unique solvability are analytically proved.
Numerical experiments validate the performance of the proposed method
ECE=PN 7]y
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Deriving locally conservative fluxes from high—order finite element

solutions by solving a constrained minimization problem

X PLIRE

In this talk, the classical kth order, k = 1, Galerkin finite element solution for
convection—diffusion equations is post-processed to derive the numerical fluxes which are
conservative on a prescribed set of control volumes. The post-processing technique is
realized through solving a constrained minimization problem where the constraints arise

naturally from local conservation laws taking place on the control volumes, and the
numerical flux is taken to be a polynomial of order k — 1 defined at each edge of control

volumes. In contrast to the classic mixed method, the linear algebraic system derived from
our minimization problem is symmetric. It is shown that the numerical flux converges to
the exact one with optimal orders in a certain Sobolev spaces. Numerical experiments are
conducted to confirm our theoretic findings. In particular, a simplified two—phase flow

in highly heterogeneous porous media is simulated with our developed numerical flux.
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Orientation Determination of Cryo—EM Images

B BYNIKFE

One of the main challenges in single particle reconstruction process from cryo—EM is to
determine the orientation of each cryo—EM images. Orientation estimation is based on
common lines methods. However, there exists two major difficulties in the orientations
estimation of the cryo—EM images. First, the high level of noise in the cryo—EM images is
not good for the detection of common lines between the cryo—EM images, and then affects
the orientation estimation of the images. Second, we use the rotation matrix to represent
the orientation of the image, and the the rotation matrix satisfies the orthogonality, so
the non—convexity of the orthogonal constraint brings numerical calculations difficulties.
In this paper we apply the generalized projection gradient descent method and the manifold
proximal gradient method to solve the corresponding optimization problem based on
orthogonal constraints and analyze the convergence of the algorithm. Due to the non-—
convexity of the constraint, we can only obtain local approximate solutions, but the
numerical experiments still show the effectiveness of the proposed algorithm, and the
running time of the algorithm is significantly reduced compared with the existing
algorithms.
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